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The statistic kappa was introduced to measure nominal scale agreement between a fixed pair of raters. In this paper kappa is generalized to the case where each of a sample of subjects is rated on a nominal scale by the same number of raters, but where the raters rating one subject are not necessarily the same as those rating another. Large sample standard errors are derived, and a numerical example is given.

Cohen introduced the statistics kappa (Cohen, 1960) and weighted kappa (Cohen, 1968) to measure the degree of agreement between two raters who rate each of a sample of subjects on a nominal scale. Both kappa and weighted kappa incorporate a correction for the extent of agreement expected by chance alone. Kappa is useful when all disagreements may be considered equally serious, and weighted kappa is useful when the relative seriousness of the different kinds of disagreement can be specified. Properties of these two statistics have been studied by Everitt (1968) and by Fleiss, Cohen, and Everitt (1969).

The use of kappa and weighted kappa is restricted to the case where the number of raters is two and where the same two raters rate each subject. Generalizations are therefore necessary for the case of more than two raters and for the case where the raters judging one subject are not necessarily the same as those judging another.

In this paper we consider only the generalization of unweighted kappa to the measurement of agreement among any constant number of raters where there is no connection between the raters judging the various subjects. An important special case is when subjects are rated by different pairs of raters. We do not consider the case of varying numbers of raters, or the case where each subject is rated by the same group of more than two raters, or the case where weights can be assigned to the various disagreements.

**NOTATION**

Let \( N \) represent the total number of subjects, \( n \) the number of ratings per subject, and \( k \) the number of categories into which assignments are made. Let the subscript \( i \), where \( i = 1, \ldots, N \), represent the subjects, and the subscript \( j \), where \( j = 1, \ldots, k \), represent the categories of the scale.

Define \( n_{ij} \) to be the number of raters who assigned the \( i \)th subject to the \( j \)th category, and define

\[
\hat{p}_j = \frac{1}{Nn} \sum_{i=1}^{N} n_{ij} \tag{1}
\]

The quantity \( \hat{p}_j \) is the proportion of all assignments which were to the \( j \)th category. Since \( \Sigma_j n_{ij} = n \), therefore \( \Sigma_j \hat{p}_j = 1 \).

Table 1 presents data on which of \( k = 5 \) diagnoses were given each of \( N = 30 \) patients by \( n = 6 \) psychiatrists. Thus, \( n_{1j} = 6 \) and \( n_{1j} = 0 \) for \( j \neq 4 \); \( n_{2j} = 3 \), \( n_{3j} = 3 \), and \( n_{4j} = 0 \) for \( j \neq 2 \) and \( j \neq 5 \); etc. The overall proportions are \( p_1 = .144 \), \( p_2 = .144 \), \( p_3 = .167 \), \( p_4 = .306 \), and \( p_5 = .239 \). A total of 43 psychiatrists provided diagnoses. In the actual study (Sandifer, Hordern, Timbury, & Green, 1968), between 6 and 10 psychiatrists from the pool of 43 were unsystematically selected to diagnose a subject. For the illustrative purposes of this paper, randomly selected diagnoses were dropped to bring the number of assignments per patient down to a constant of six.
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MEASURING OVERALL AGREEMENT

The extent of agreement among the \( n \) raters for the \( i \)th subject may be indexed by the proportion of agreeing pairs out of all the \( n(n - 1) \) possible pairs of assignments. This proportion is, say,

\[
P_i = \frac{1}{n(n - 1)} \sum_{j=1}^{k} n_{ij}(n_{ij} - 1)
\]

\[
= \frac{1}{n(n - 1)} \left( \sum_{i=1}^{n} n_{ij}^2 - n \right). \quad [2]
\]

Thus, \( P_1 = 1; \ P_2 = .40; \) etc. The overall extent of agreement may then be measured by the mean of the \( P_i \)'s, say,

\[
\bar{P} = \frac{1}{N} \sum_{i=1}^{N} P_i
\]

\[
= \frac{1}{Nn(n - 1)} \left( \sum_{i=1}^{N} \sum_{j=1}^{k} n_{ij}^2 - Nn \right). \quad [3]
\]

For the data of Table 1,

\[
\bar{P} = \frac{1}{(30)(6)} (680 - 30 \times 6) = .5556. \quad [4]
\]

The value \( \bar{P} = .5556 \) may be interpreted as follows. Let a subject be selected at random and diagnosed by a randomly selected psychiatrist. If the subject was also diagnosed by a second randomly selected psychiatrist, the second diagnosis would agree with the first over 55% of the time. Measures like \( \bar{P} \) have been used to measure diagnostic agreement by Sandifer, Pettus, and Quade (1964), by Sandifer, Horder, Timbury, and Green (1968) and by Sandifer, Fleiss, and Green (1968).

It is clear, however, that some degree of agreement is to be expected solely on the basis of chance. In fact, if the raters had assigned assignments purely at random, one would expect the mean proportion of agreement to be

\[
\bar{P}_c = \sum_{j=1}^{k} p_j^2.
\]

For the data of Table 1,

\[
\bar{P}_c = .144^2 + .144^2 + \ldots + .239^2 = .2201. \quad [6]
\]

The quantity \( 1 - \bar{P}_c \) measures the degree of agreement attainable over and above what would be predicted by chance. The degree of agreement actually attained in excess of chance is \( P - \bar{P}_c \), so that a normalized measure of overall agreement, corrected for the amount expected by chance, is

\[
\kappa = \frac{\bar{P} - \bar{P}_c}{1 - \bar{P}_c}. \quad [7]
\]

For the data of Table 1,

\[
\kappa = \frac{.5556 - .2201}{1 - .2201} = .430. \quad [8]
\]
An equivalent expression for $\kappa$ is
\[\sum_{i=1}^{N} \sum_{j=1}^{k} \frac{N}{n(n-1)} \left(1 + (n-1) \sum_{j=1}^{h} \frac{p_{ij}^3}{1 - \sum_{j=1}^{h} p_{ij}^3}\right) = n(n-1)\]
\[\frac{N n(n-1)(1 - \sum_{j=1}^{h} p_{ij}^2)}{\sum_{j=1}^{h} p_{ij}^2} \]  

\[\text{[9]}\]

**STANDARD ERROR OF $\kappa$**

It seems reasonable to interpret the absence of real agreement among the $n$ raters as their inability to distinguish one subject from another. Such an inability implies that the raters apply the overall rates of assignment, $\{p_{ij}\}$, to each and every subject. This in turn implies that under the hypothesis of no agreement, the $n$ assignments on each subject are multinomial variables with probabilities $p_1, \ldots, p_k$.

If $N$, the number of subjects, is large, we may assume that the proportions $p_1, \ldots, p_k$ given by Equation 1 are constants so that by Equation 9, $\kappa$ is essentially a function only of the random variable $\sum_i \sum_j n_{ij}^3$. We assume further that even though $p_1, \ldots, p_k$ are held constant, $N$ is large enough so that the sum of the squared numbers of assignments for the $i$th subject, $\sum_j n_{ij}^3$, is independent of that for the $i'$th subject, $\sum_j n_{i'j}^3$. Thus, if $N$ is large, the variance of $\kappa$ under the hypothesis of no agreement beyond chance is approximately equal to

\[\text{Var}(\kappa) = \frac{\sum_{i=1}^{N} \text{Var}(\sum_{j=1}^{k} n_{ij}^3)}{N^2 n^3(n-1)^2(1 - \sum_{j=1}^{h} p_{ij}^2)^2} \]  

\[\text{[10]}\]

Now,
\[\text{Var}(\sum_{j} n_{ij}^3) = E(\sum_{j} n_{ij}^3)^2 - [E(\sum_{j} n_{ij}^3)]^2\]
\[= E(\sum_{j} n_{ij}^3) + E(\sum_{j} n_{ij}^3 n_{im}^3 - [E(\sum_{j} n_{ij}^3)]^2\]  

\[\text{[11]}\]

The required moments are found to be
\[E(\sum_{j} n_{ij}^4) = n + n(n-1)\]
\[\times [7 \sum_{j} p_{ij}^3 + 6(n-2) \sum_{j} p_{ij}^2\]
\[+ (n-2)(n-3) \sum_{j} p_{ij}^3\]  

\[\text{[12]}\]

\[E(\sum_{j \neq m} n_{ij}^3 n_{im}^3) = n(n-1)\]
\[+ n(n-1)\left[(2n-5) \sum_{j} p_{ij}^2\right] + (n-2)(n-3) \left(\sum_{j} p_{ij}^2\right)^2 + 2(n-2) \sum_{j} p_{ij}^3\]
\[= n^3(n-1) - (n-2)(n-3) \sum_{j} p_{ij}^3\]  

\[\text{[13]}\]

and
\[\text{[14]}\]

Thus,
\[\text{Var}(\sum_{j} n_{ij}^3) = 2n(n-1)\left[\sum_{j} p_{ij}^2 - (2n-3)(\sum_{j} p_{ij}^2)^2 + 2(n-2) \sum_{j} p_{ij}^3\right]\]  

\[\text{[15]}\]

and, because $\sum_{i} \text{Var}(\sum_{j} n_{ij}^3) = N \text{Var}(\sum_{j} n_{ij}^3)$, therefore
\[\text{Var}(\kappa) = \frac{2}{N^2 n^3(n-1)^2} \times \frac{\sum_{j} p_{ij}^3 - (2n-3)(\sum_{j} p_{ij}^2)^2 + 2(n-2) \sum_{j} p_{ij}^3}{(1 - \sum_{j} p_{ij}^2)^2}\]  

\[\text{[16]}\]

For the data of Table 1, we have already found that $\sum_{j} p_{ij}^3 = .2201$. Further, $(\sum_{j} p_{ij}^2)^2 = .0484$ and $\sum_{j} p_{ij}^3 = .0529$. Thus, the variance of $\kappa$ is approximately
\[\text{Var}(\kappa) = \frac{2}{(30)(6)(5)} \times \frac{.2201 - (9)(.0484) + (2)(4)(.0529)}{(1 - .2201)^2}\]  

\[= .000759,\]  

\[\text{[17]}\]

and the standard error (SE) of $\kappa$ is approximately
\[\text{SE}(\kappa) = .028.\]  

\[\text{[18]}\]

Under the hypothesis of no agreement beyond chance, $\kappa$/SE($\kappa$) will, by the central limit theorem, be approximately distributed as a
standard normal variate. In our case,

\[ \frac{\kappa}{\text{SE}(\kappa)} = \frac{430}{0.028} = 15.4, \quad [19] \]

so we would infer that the overall agreement in assignment to the \( k \) categories is significantly greater than chance.

**Agreement on a Particular Category**

We consider now the extent of agreement in assigning a subject to category \( j \). To motivate the choice of the basic index of agreement, we suppose that each subject is assigned to one of the \( k \) categories by a randomly selected rater. Let only those subjects assigned to category \( j \) be rated again, now by another randomly selected rater. The index is the conditional probability that the second assignment is to category \( j \), given that the first was to category \( j \). It is calculated as

\[ \bar{p}_j = \frac{\sum_{i=1}^{N} n_{ij}(n_{ij} - 1)}{\sum_{i=1}^{N} n_{ij}(n_{ij} - 1) - \sum_{i=1}^{N} n_{ij} - Nn \bar{p}_j} \quad [20] \]

where \( \bar{p}_j \) is defined by Equation 1.

Under the hypothesis of no agreement beyond chance, we would expect this probability to equal the unconditional probability of an assignment to category \( j \), namely \( p_j \). A measure of the extent of agreement beyond chance in assignment to category \( j \) is then

\[ \kappa_j = \frac{\bar{p}_j - \bar{p}_j}{1 - \bar{p}_j} \]

\[ = \frac{\sum_{i=1}^{N} n_{ij}^2 - Nn \bar{p}_j [1 + (n - 1) \bar{p}_j]}{Nn(n - 1) \bar{p}_j \bar{q}_j} \quad [21] \]

where \( q_j = 1 - p_j \). Note that \( \kappa \), the measure of overall agreement (Equation 9), is a weighted average of the \( \kappa_j \). In fact,

\[ \kappa = \sum_j \kappa_j \bar{p}_j \bar{q}_j / \sum_i \bar{p}_i \bar{q}_i. \]

If \( N \) is large, we can assume that \( \bar{p}_j \) is a constant and, even with this restriction, that \( n_{ij}^2 \) is independent of \( n_{i'j'}^2 \) for \( i \neq i' \). Under the hypothesis of no more than chance agreement in assignment to category \( j \), the quantity \( n_{ij} \) has a binomial distribution with parameters \( n \) and \( \bar{p}_j \).

Under this hypothesis,

\[ \text{Var}(n_{ij}^2) = np_j q_j \times [(1 + 2(n - 1) \bar{p}_j)^2 + 2(n - 1) \bar{p}_j q_j]. \quad [22] \]

Therefore, the approximate variance of \( \kappa_j \) is

\[ \text{Var}(\kappa_j) \approx \frac{1 + 2(n - 1) \bar{p}_j}{{N}n(n - 1)^2 \bar{p}_j q_j}. \quad [23] \]

The hypothesis may be tested by referring the quantity \( \kappa_j / \text{SE}(\kappa_j) = \kappa_j / \sqrt{\text{Var}(\kappa_j)} \) to tables of the standard normal distribution.

Table 2 gives summary statistics for each of the five categories. The calculations for Category 1 (consisting of involutional melancholia, manic-depressive depression, and psychotic depression) are illustrated in detail. Since \( \sum_i n_{i1}^2 = 72 \), and \( \bar{p}_1 = 0.144 \), the basic index is, by Equation 20,

\[ \bar{p}_1 = \frac{72 - (30)(0.144)}{(30)(5)(0.144)} = 0.356, \quad [24] \]

indicating that, given that one assignment of a subject is to Category 1, the chances of a second one being to the same category are over one in three.

By Equation 21,

\[ \kappa_1 = \frac{0.356 - 0.144}{1 - 0.144} = 0.248. \quad [25] \]

The approximate variance of \( \kappa_1 \) is, by Equation 23,

\[ \text{Var}(\kappa_1) = \frac{[1 + (2)(5)(0.144)]^2 + (2)(5)(0.144)(0.856)}{(30)(5)(0.144)(0.856)} = 0.0130, \quad [26] \]
so that the approximate standard error is .114. Thus,

\[ \frac{\kappa_1}{SE(\kappa_1)} = \frac{.248}{.114} = 2.17, \quad [27] \]

indicating that the agreement in assignment to Category 1 is significantly better than chance at the .05 level.
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